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Unsupervised regions of interest extraction for color image
compression
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A novel unsupervised approach for regions of interest (ROI) extraction that combines the modified visual
attention model and clustering analysis method is proposed. Then the non-uniform color image compression
algorithm is followed to compress ROI and other regions with different compression ratios through the
JPEG image compression algorithm. The reconstruction algorithm of the compressed image is similar to
that of the JPEG algorithm. Experimental results show that the proposed method has better performance
in terms of compression ratio and fidelity when comparing with other traditional approaches.
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At present, lossy compression of still images is one of the
research focuses in the digital image-processing field. Un-
der the condition of the limited storage capacity of the
imaging system and the constrained information trans-
mission wide band, traditional uniform compression ra-
tio (CR) algorithms are unable to consider both the re-
quirements of high CR and image reconstruction quality.
The non-uniform image compression methods based on
regions of interest (ROI) apply lossless or high-fidelity
compression to ROI while adopting a high-CR method to
the background, which results in the effective compres-
sion of image redundancies, with important information
being preserved as much as possible.

Discriminating the ROI from the background is im-
portant. The most direct method to achieve this is to
allow the user to select the interesting regions[1]. How-
ever, such an image-processing system may become quite
complicated. Unsupervised extraction of a specific ROI
from an image is an important procedure for computer
vision and image-processing algorithms.

Human beings have the remarkable ability to deter-
mine ROI in complex scenes quickly. This ability is called
“selective visual attention mechanism” (SVAM). There-
fore, introducing SVAM in unsupervised ROI extraction
is important and necessary because it can reduce compu-
tational complexity[2], save computational resources, and
improve the efficiency of image processing.

In this letter, a novel, non-uniform image compression
approach based on an unsupervised ROI extraction algo-
rithm is proposed. The algorithm can successfully dis-
tinguish ROI from the original image. When ROI have
been extracted, the ROI and other regions are encoded
with different CRs[3] using a popular image compression
algorithm.

The proposed approach adopts the intersection of the
saliency map produced by a modified Itti-Koch visual
attention model and the segmentation result of the clus-
tering analysis algorithm to determine ROI. A flowchart
of the proposed model is shown in Fig. 1.

If peaks in the saliency map overlap with regions deter-
mined by the image segmentation, the ROI is extracted
based on these regions. One of the most important ad-
vantages of the proposed model is that its execution is
entirely unsupervised.

The original Itti-Koch model of visual attention uses
the dyadic Gaussian pyramid to subsample the input
image[4]. In contrast, in the proposed modified model,
the wavelet[5] is adopted because of its multiresolution
image representation, which is in accordance with human
visual characteristics. Six different spatial scales are cre-
ated. Each level is then decomposed into seven feature
channels (one for intensity, two for color, and four for
orientation).

If r, g, and b represent the red, green, and blue values of
the color image, the intensity feature I and orientation
feature O(θ) (with orientation 0◦, 45◦, 90◦, and 135◦,
respectively) are computed as described in the Itti-Koch
model[6]. The red-green (RG) and blue-yellow (BY) color
opponencies are defined as[7]

RG =
r − g

max(r, g,b)
, (1)

BY =
b − min(r, g)
max(r, g,b)

. (2)

To avoid large fluctuations of color opponency values
at low luminance, RG and BY are set to zero at loca-
tions with max(r, g,b) < 0.1, assuming a dynamic range

Fig. 1. Flowchart of ROI extraction.

1671-7694/2012/011001(4) 011001-1 c© 2012 Chinese Optics Letters



COL 10(1), 011001(2012) CHINESE OPTICS LETTERS January 10, 2012

of [0,1]. The definitions in Eqs. (1) and (2) are very
deviant from the original model by Itti et al.

Center-surround receptive fields are simulated by
across-scale subtraction (ª) between features at the cen-
ter (c) and the surround (s) levels of the different spatial
scales[6], yielding the following “feature maps”:

FMc,s = |f(c) ª f(s)| ∀f ∈ F = FI ∪ FC ∪ FO, (3)

with

FI = {I}, FC = {RG,BY}, FO = O{0◦, 45◦, 90◦, 135◦}.
(4)

When feature maps are generated, the next step is
to combine these with a saliency map based on the
hypothesis that similar features compete for saliency,
whereas different features independently contribute to
the saliency map[6]. As a result, a normalization oper-
ator N(·) is needed for the combination of the saliency
map.

The original Itti-Koch model normalizes each feature
map to a fixed range and sums up all the maps, which
results in poor performance in complex scenes[1]. In this
letter, an iterative strategy based on the two-dimensional
(2D) difference of Gaussians (DoG) filter is adopted to
realize the local normalization of difference feature maps.
The DoG filter yields strong local excitation at each vi-
sual location, which is counteracted by broad inhibition
from neighboring locations[7].

Specifically, the definition of the DoG function is

DoG(x, y) =
c2
ex

2πσ2
ex

e
− x2+y2

2σ2
ex − c2

inh

2πσ2
inh

e
− x2+y2

2σ2
inh . (5)

In the present implementation, σex and σinh are re-
spectively 2% and 25% of the input image width[9], and
cex = 0.5 and cinh = 1.5. At each iteration process, the
feature map FM is subjected to the following operation:

N(FM) ← |FM + FM ∗ DoG − Cinh|>0, (6)

whereas Cinh = 0.02, with the feature maps initially
scaled between 0 and 1. Additional data regarding the
iteration procedure with DoG are detailedly described in
Ref. [9].

The normalized feature maps are summed up across
scales to generate the following conspicuity maps: IC for
intensity, CC for color, and OC for orientation.

IC =
2
⊕

c=0

c+3
⊕

s=c+2
N [I(c, s)], (7)

CC =
2
⊕

c=0

c+3
⊕

s=c+2
{N [RG(c, s)] + N [BY(c, s)]}, (8)

OC =
∑

θ∈{0◦,45◦,90◦,135◦}

N
{ 2
⊕

c=0

c+3
⊕

s=c+2
N [O(c, s, θ)]

}
. (9)

Finally, the conspicuity maps are normalized and
summed into the saliency map as

S = ωi[N(IC)] + ωc[N(CC)] + ωo[N(OC)], (10)

where ωi, ωc, and ωo are weights for the combination
of these conspicuity maps. These weights may be set

to different values when top-down visual attention is in-
volved and a specific task is given. In this letter, all three
weight coefficients are set to 1/3.

Figure 2 shows the comparison of saliency map results
generated by the Itti’s model and the proposed approach.
The saliency map results generated by the proposed ap-
proach are obviously sparser than those generated by the
Itti’s model, and are thus more easily adopted for the
saliency decision.

Color is an important and useful cue in extracting infor-
mation from an image. The input image is first converted
from a RGB color space to a Lab color space. Unlike the
RGB color models, Lab color is designed to approximate
human vision, which means that distances in this space
are consistent with human perception[10].

After the color space conversion, the k-means clus-
tering analysis algorithm is adopted to conduct the
color image segmentation[11]. Given a set of observa-
tions (x1, x2, · · · , xn), where each observation is a d-
dimensional real vector, this algorithm aims to par-
tition the n observations into k (k 6 n) sets O =
{O1, O2, · · · , Ok}, so as to minimize the within-cluster
sum of squares as

arg min
O

=
k∑

i=1

∑
xj∈Oi

||xj − ci||2. (11)

In this expression, ||xj − ci||2 is a chosen distance mea-
sure between a data point xj and the cluster center ci,
and ||xj − ci||2 is a distance indicator of the n data points
from their respective cluster centers[12].

When all the pixels have been assigned to certain re-
gions of the image, one of the cluster regions is reserved
and the others are set to zero, as shown in Fig. 3. In
the segmentation result, each color represents a coherent
region of the original image.

The second stage of the proposed model generates ROI
that correspond to the most salient areas of the im-
age. This proposed model is inspired by the approach
used by Rutishauser et al.[1]. The algorithm described
in this letter for ROI extraction combines the saliency
map produced by the modified Itti-Koch model with the
segmentation result of the clustering analysis to leverage
the strengths of either approach without suffering from
their shortcomings[4]. The proposed model appreciates
not only the magnitude of the peaks in the saliency map,

Fig. 2. Comparison of saliency map results generated by the
Itti’s model and the proposed approach. (a) Original image
from Ref. [13]; (b) and (c) Saliency maps by Itti’s model and
our approach.
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but also the size and contour of the regions generated by
image segmentation.

Figure 4 shows the comparison of the ROI extraction
results by Itti’s model (labeled by the yellow circles)
and the proposed method (all of these processes are im-
plemented by Matlab using functions). The proposed
approach results in precision and correctness of the un-
supervised ROI extraction. The extracted ROI are con-
sidered to be the basis for the next step, non-uniform
image compression.

The non-uniform image compression approach is based
on the separation of the treatment of the ROI with that of
the context. This means that images can be compressed
with different accuracy in different regions, which can
code the important parts inside the image with better
quality than the rest of the contents. Figure 5 presents
additional details of the non-uniform image compression
approach based on ROI.

The JPEG image compression algorithm is selected to
encode the ROI and context of the input image with
separate quality factors (Q factors), which are numeri-
cal values that determine CRs in the compression pro-
cess. The comparison of uniform and non-uniform image
compression results are shown in Fig. 6. Figure 6(a)

Fig. 3. Result of the regions segmented by the clustering al-
gorithm. (a) Original image; (d) segmentation result; (b), (c),
(e), and (f) objects in clusters 1, 2, 3, and 4.

Fig. 4. Results of ROI extraction. (a) ROI labeled by Itti’s
model and (b) ROI extracted by our method.

Fig. 5. Non-uniform image compression approach: detailed
block diagram.

Fig. 6. Comparison of uniform and non-uniform image com-
pression results. (a) Uniform JPEG compression (CR=66.25);
(c) and (e) non-uniform compression based on ROI with
CR=61.11 and 112.21; (b), (d), and (f) local amplification
effect of (a), (c), and (e).

Table 1. Evaluation of the Compression Effect

Fig. 6 File Size CR
PSNR

(N ROI) (ROI)

(a) 8 903 B 66.25 31.48 31.48

(c) 9 654 B 61.11 30.43 35.77

(e) 5 257 B 112.21 28.81 35.77

The file size of the original image (.bmp) is 589 878 B.

is the result of traditional uniform image compression
and Figs. 6(c) and (e) are the results generated by the
proposed non-uniform image compression algorithm. In
Figs. 6 (c) and (e), the ROI extracted are treated with
the same quality factor, whereas other regions are dealt
with lower quality factors.

Figures 6(b), (d), and (f) are the local amplification
effect diagrams. The non-uniform image compression
approach proposed in this letter obviously has a better
performance in ROI image quality compared with the
uniform image compression, whereas separate CRs have
distinct results.

The evaluation of the proposed compression approach
is measured by CR and peak signal-to-noise ratio
(PSNR), whereas the PSNR of the color image is re-
garded as the average PSNR of the r, g, and b com-
ponents. Table 1 shows the comparison of the uni-
form JPEG compression method and the proposed non-
uniform image compression method with distinct CRs.

As shown in the table, the proposed non-uniform image
compression method achieves a better compression effect
in ROI because of a slight decrease in the CR with the
cost of image degradation in the non-ROI.

In conclusion, a non-uniform image compression
method based on an unsupervised ROI extraction algo-
rithm is proposed. The unsupervised ROI extraction al-
gorithm adopts the intersection of the saliency map pro-
duced by the proposed modified classical Itti-Koch visual
attention model and the succeeding clustering segmenta-
tion result, which provides a better performance in the
ROI extraction precision and correctness.

The applications used in the proposed reformative vi-
sual attention model include the wavelet for the image
down-sampling, new definitions of the color opponencies,
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and a local iterative method based on 2D DoG filter for
the feature combination strategy. Adaptive non-uniform
image compression method based on the proposed ROI
extraction method results in a better compression effect
in ROI because of a slight decrease in the CR compared
with other traditional approaches. Future work includes
the refinement on the extraction of ROI and the exten-
sion of the proposed visual attention model to incorpo-
rate a top-down component. In addition, a new ROI cod-
ing strategy should also be taken into account in future
research because the DCT adopted in the JPEG image
compression algorithm may result in a block effect at low
bit rates.
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